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Bayes’ 
Theorem

From: https://etav.github.io/algorithms/bayes_theorem_scratch.html



a doctor testing 
patients for HIV

From: https://etav.github.io/algorithms/bayes_theorem_scratch.html
https://en.wikipedia.org/wiki/Struct
ure_and_genome_of_HIV



Priors

From: https://etav.github.io/algorithms/bayes_theorem_scratch.html



Posterios

From: https://etav.github.io/algorithms/bayes_theorem_scratch.html



What is the 
meaning of 
“Naïve” Bayes?

�P(D) : the probability of a given data 
sample.
�P(D|C): the probability of the data D
point belonging to the class C.
�Assume that each feature is 
independent of each other.
�P(D|C) = P(D1|C)*P(D2|C)*…*P(Dn|C)
�D1,D2,…,Dn: feature

From: Learning Data Mining with Python - Second Edition



Example: 
Naive Bayes

From: http://slideplayer.com/slide/4732608/


